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http://myapp.domain

„Hey Keptn, my latest app runs on http://myapp.domain and is monitored by Dynatrace/Prometheus/APM XYZ!

Trigger „performance“ Execute script

Performance Workload

Script: myscript.jmx

Data: mydatafile.txt

VUCount: 10

ServerUrl: http://myapp.domain

Dynatrace Token & URL

SLO Validation based on SLISs from Testing and/or Monitoring tools

Please execute my performance workload using JMeter/Neotys/Gatling/Tool XYZ for me against that app.

Once done, analyze my SLO score based on my SLIs retrieved from my Test and Monitoring tool!“

http://myapp.domain/
http://myapp.domain/
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Deployment

Performance Engineering

Quality Gates Security & Vulnerability Scans

Chat Notifications

Configure Monitoring

Chaos Testing

Integrate Approval Process

CanaryBlue/Green Feature Flagging

SLO Monitoring

Setup Alerting

Auto Remediation

API Test

SLA Validation

Functional Test

Rollbacks

Many automation tasks related to performance engineering

Performance Engineering

Quality Gates

Chat Notifications

Configure Monitoring

Chaos Testing

SLO Monitoring

API Test Functional Test
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2800
projects

966
CI/CDs

„I am constantly reacting to 
‚Pipeline Broken – please fix!‘“
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pipeline {

stages {

stage('Deploy to dev namespace') {

steps {

container(‘helm’) {

}

}

}

stage('Run tests') {

steps {

container(‘jmeter’) {

}

}

}

stage(‘Evaluate performance’) {

steps {

container(‘curl’) {

}

}

}

if (evaluation.passed) {

stage('Deploy to staging') {

steps {

container(‘helm’) {

}

}

}

}

}

}

pipeline {

stages {

stage('Deploy to dev namespace') {

steps {

container(‘kustomize’) {

}

}

}

stage('Run tests') {

steps {

container(‘jmeter’) {

}

}

}

stage(‘Evaluate performance’) {

steps {

container(‘curl’) {

}

}

}

if (evaluation.passed) {

stage('Deploy to staging') {

steps {

container(‘helm’) {

}

}

}

}

}

}

1 Service = 
1 Pipeline

1 Project = x Pipelines n Teams = n*x Pipelines

pipeline {

stages {

stage('Deploy to dev namespace') {

steps {

container(‘helm’) {

}

}

}

stage('Run tests') {

steps {

container(‘jmeter’) {

}

}

}

stage(‘Evaluate performance’) {

steps {

container(‘curl’) {

}

}

}

if (evaluation.passed) {

stage('Deploy to staging') {

steps {

container(‘helm’) {

}

}

}

}

}

}

25
services

96
workloads

„Onboarding or updating pipelines 
is manual & error prone!‘“
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Reduce your pipeline‘s complexity by letting orchestrate declarative, data-driven delivery and ops automation

90% less automation code

SLOs built-in

Connects with all your tools

Separation of process & tool

GitOps: all config in git
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Instead of manually test execution and report based analysis

1

2

3

4

1 2 3 4 x

1 2 3 4 x

automates test execution and SLO-based evaluation

X

~30-60min ~1min

CD
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Overall Failure Rate
Query: builtin:service.errors.total

Test Step LOGIN Response Time
Query: calc:service.teststeprt:filter(Test, LOGIN)

Test Step LOGIN # Service Calls 
Query: calc:service.testsvc:filter(tx, LOGIN)

<= 5%

<= 2%

<=150ms & <=+10%

<= 400ms

<= +0%

Build 1

0%

80ms

100ms

SLO: Overall Score Goal 90% 75%

Response Time 95th Perc
Query: builtin:service.responsetime(p95)

<=100ms

<= 250ms

SLOSLIs (Service Level Indicators)
warn

pass

1

100%

Build 2

4%

120ms

90ms

1

75%

Build 3

1%

90ms

120ms

2

62.5%

Build 4

0%

95ms

95ms

1

100%

Build 1 Build 2 Build 3 Build 4

$ keptn send event start-evaluation myproject myservice starttime=build1_deploy endtime=build1_testsdone$ keptn send event start-evaluation myproject myservice starttime=build2_deploy endtime=build2_testsdone$ keptn send event start-evaluation myproject myservice starttime=build3_deploy endtime=build3_testsdone$ keptn send event start-evaluation myproject myservice starttime=build4_teststart endtime=build4_testsend
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...

Dynatrace Prometheus Neoload

Scores SLIs

Queries SLI 
Providers with 
SLI Definitions & 
Timeframe

indicators:
error_rate: "builtin:service.errors.total.count:merge(0):avg"
count_dbcalls: "calc:service.toptestdbcalls:merge(0):sum"
jvm_memory:    "builtin:tech.jvm.memory.pool.committed:merge(0):sum"

objectives:
- sli: error_rate
pass:
- criteria:
- "<=1“  # We expect a max error rate of 1%

- sli: jvm_memory
- sli: count_dbcalls
pass:
- criteria:
- "=+2%"  # We allow a 2% increase in DB Calls to previous runs

warning:
- criteria:
- "<=10"  # We expect no more than 10 DB Calls per TX

total_score:
pass: "90%"
warning: "75%"

0.5 1.0 0.0 info

$ keptn start-evaluation 30m myservice sli.yaml slo.yaml

5 DB Calls 360MB 4.3% 123SLI Value:

SLI Score:

Total Score

2

3

4

Tool X

1
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triggers an automation sequence orchestrates monitoring config, test execution and SLO evaluation
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50+
Continuous SLO Validations

15x
Perf tests

10x
tested apps

~60
Services

14
Stages

Tool stack

SLO-based Quality Gate 
Automation

Performance & Resiliance 
Test Automation

Scaling SRE through
Delivery Automation
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You
(Dev/Ops/SRE)

bring your configuration

pick your use case

SLO-Quality 
Gates

Progressive
Delivery

Auto-
Remediation

Declaration GitOps SLOs Standards

shipyard SLI/SLO runbook

SRE
Automation

workload

Monitoring Delivery Reliability Remediation

automates configuration and provides self-service for

through event-driven process orchestration based on

connect your tools
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•
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•
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https://github.com/keptn-sandbox/keptn-service-template-go
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